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Factor analysis is one of multivariate data processing methods, which studies the causal relationships of phenomena, 
that is, the cause of integration. In the introductory part of the paper, the basic definitions and interpretations regarding 
the factor analysis and the terms of multivariate methods, and some examples have been given in defining the manifest 
and latent, as explorative and confirmative examples. The justification for the application of factor analysis is elabo-
rated in the main part of the paper with reference to the various authors who have dealt with this issue. Also, the paper 
presents the procedures of factor analysis, and presents tables and graphs showing the results necessary for interpreta-
tion. Given that for special education and rehabilitation a biopsychosocial approach is fundamental, factor analysis 
can be a powerful tool when studying interconnections of different phenomena. Its proper application by educators-
rehabilitators, who act to this problem, may help in understanding the causes of connections of phenomena, and as such 
it helps in the development of a treatment for the prevention, education and rehabilitation of persons with disabilities.
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Factor analysis is one of multivariate data process-
ing methods aimed at studying the interconnection 
of phenomenon and causes of connections between 
phenomenon. Multivariate method is often cited 
in literature as the multivariate analysis, which is 
correct, but errors occur when using the term mul-
tivariate method. Hasanbegović (2015) pointed at 
this, who states that in some books the term "mul-
tivariate method" is used terminologically wrong, 
and pointed out that the concept of variation or 
"variants of" is more proper in those situations, 
while the term "variants" which reflects options, is 
used incorrectly. Factor analysis was created as a 
"product" of thoughts of psychologists on intelli-
gence and the greatest merit is attributed to Charles 

Edward Spearman (1863-1945). He pointed in his 
work from 1904, while studying the correlation be-
tween the results of different tests of intelligence, 
to the possibility of expressing a simple model, that 
is that all common features of intelligence accord-
ing to Spearman can be reduced to one general "g" 
factor and one specific "s" factor (Petrovic, 2013). 
Factor analysis aims to reeducate a larger number 
of manifest variables on latent dimensions called 
factors. Manifest variables (something that is ob-
vious) also represent the results of characteristics 
that vary, which are obtained based on the applica-
tion of measuring instruments, subtests or particles 
within subtests depending on what is the subject 
and objective of the research.
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For example, motor skills, which are evaluated by 
the Gross Motor Function Measure Test (GMFM), 
are a manifest variable. Or let's say, subtest walk-
ing, running and sitting of the Gross Motor Function 
Measure Test is a manifest variable. Also, individual 
items within subtest walking, running and sitting can 
be manifest variables. All what measures a given 
phenomenon that we observe can be called a mani-
fest variable. Latent (hidden) variables are created 
as a linear combination of manifest variables and 
they are called factors. For example Hasanbegović, 
Mehmedinović and Mahmutović (2012) pointed out 
three factors in a paper called "Latent structure of 
motor abilities and skills of deaf children", the first 
factor being "The Factor of physical abilities and 
mobility" which is the most important in determining 
motor skills in the population of deaf children. Direct 
scientific contribution of factor analysis in this case 
is reflected in the fact that with the separated factor 
the time is "shorten" and it contributes to the pro-
posal of measures and treatment for the population of 
deaf children. In this example, the exploratory factor 
analysis is applied when the number and structure of 
factors are not known in advance. In addition to ex-
ploratory factor analysis, factor analysis can also be 
confirmatory. 
Mejovšek (2003) states that the confirmatory factor 
analysis is applied in cases when checking the hy-
pothesis on the number and structure of factors for 
which already exist some empirical evidence. 
For example, in order to evaluate the questionnaire 
"Psychological Inventory of Criminal Thinking 
Styles", Dolezal (2007) used confirmatory factor 
analysis, and he found that it has good measurement 
properties. However, the structure of the obtained 
factors are different from Walters structure (with 
whom it was compared), where Dolezal (2007) states 
that it is necessary to make certain changes to the 
instrument and to conduct additional research to bet-
ter explain the settings of Walters theory of criminal 
lifestyle. From the above examples it can be conclud-
ed, and as Fulgosi (1988) also states in the strate-
gies of using factor analysis, that confirmatory factor 
analysis appears as an objective test for a particular 
structural model or theory. Also, this is supported by 
the claim that confirmatory factor analysis is a pow-
erful instrument for scientific validation of structural 
theory, and that it is a strong barrier to speculative 
models, theories and concepts that have no objective 
empirical confirmation (Fulgosi and Markovic, 1976 
see Fulgosi 1979).

When to apply and what are the conditions for the 
application of factor analysis

When checking the set goals or approval (rejection) 
of research hypothesis, a question arises about the 
justification of the use of certain analyzes. To reason-
ably apply a certain analysis, or statistical test, de-
pendence or independence of the sample, the types 
of applied variables, assessment of normal distribu-
tion of data, and determining a measure of symmetry 
and kurtosis and modalities of the curve by which the 
researcher defines the method of parametric or non-
parametric statistics are all taken into account. All this 
also applies to the justification of the use of factor 
analysis with special emphasis on the variables used 
in the process. For example, if we are determining the 
motivation of young people with disabilities to con-
tinue their education, while not including variables 
related to success in school, self-respect, the support 
of parents, the community, etc., then factor analysis 
will not give the desired result or it will give a superfi-
cial result (as factor analysis is based on correlation). 
Here we are talking about the logic of the application 
of factor analysis, as well as experience of research-
ers what they would like to receive from the applied 
model. According to Fulgosi (1988) in the factor anal-
ysis we start from the data from the interconnection 
between the observed variables when these variables 
are expressed in points of deviation, ie., when all re-
sults and data are expressed as deviations from the 
arithmetic means of corresponding variables. 
For each variable there must be a known standard 
deviation of results, and thus the variance of results 
that is equal to the square of the standard deviation is 
known (Fulgosi, 1988). 
When it comes to the size of the sample for the ap-
plication of factor analysis, the authors give different 
recommendations, but certainly all of them agree that 
the sample must belong to the group of large samples. 
Hasanbegović (2015) states that the ratio of the sam-
ple versus the applied variables must be at least 3:1. 
Suzić (2007) states that the number of data must be at 
least five times greater than the number of variables, 
while Nunnally (1978) recommended a ratio of 10:1. 
Fulgosi (1988) states that the deficiency in the ap-
plication of factor analysis is an unstable correlation 
coefficient, and that it could be expected to be more 
stable when the number of participants should exceed 
100 and that it must be at least five times greater than 
the number of variables. Tabachnick & Fidell (2007) 
and Pallant (2011) claim that five observations per 
item are sufficient in most cases. 
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Procedures in factor analysis

Factor analysis begins with intercorrelations of mani-
fest variables, with the goal of gaining insight into the 
matrix of obtained coefficients ranged from -1 to +1. 
According to Tabachnik and Fidell (2007) one of the 
conditions that manifest variables are subjected to fac-
tor analysis is that their interconnectedness must be 
greater than 0.30, otherwise the data is not suitable 
for factor analysis. After insight into the intercorrela-
tions of manifest variables, the results of the two tests 
justifiability of using factor analysis are calculated: 
Kaiser-Meyer-Olkin’s (KMO) and Bartlett's test of 
sphericity, which is a measure of representativeness of 
the sample set of manifest variables, resulting in a ra-

tio of real and squared correlation and squared partial 
correlation. For the application of factor analysis to be 
justified, Bartlett's test of sphericity must be signifi-
cant (≤ 0.05), and it is recommended that the value of 
the KMO test should be greater than 0.6 (Tabachnick 
& Fidell, 2007). In summary, as Hasanbegović (2015) 
stated, important information for the analysis in the 
correlation matrix are: the coefficients, the level of 
significance, the determinant (which should be greater 
than zero), KMO and Bartlett's test. After obtaining the 
coefficients, that is where the correlation of manifest 
variables is greater than 0.30, a KMO greater than 0.6, 
which is statistically significant, concludes that there 
is a justification of observed set of manifest variables 
to undergo factor analysis (Example results Table 1).

Table 1. KMO i Bartlet's test

 

 

 

 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .72 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 216.94 

Df 21 

Sig. .000 

Determinant= 0,33 

 After obtaining the results from the correlation ma-
trix, we approach to the selection of the appropri-
ate model, which in a statistical package (SPSS) has 
seven models: model of main components, model of 
unweighted least squares, model of least generaliza-
tion, model of maximum likelihood, the model of the 
main axis of factors, model of alpha factorization and 
model of interpretation of factors. The most common-
ly used are two basic models: the model of common 
factor and component model. The model common 
factors analyzes the common variance of manifest 
variables that are in the factor analysis is called com-
munality. The component model is mainly used in the 
factor analysis, which is a model of main components 
proposed by Harold Hotelling (1933). With the main 

components method of Harold Hotelling we get a 
number of major components equal to the number of 
initial variables. The main components are calculated 
in succession at first the first one, then the second one, 
etc., where the first main component is counted on 
the full matrix of intercorrelation of variables and it 
describes the greatest amount of variance of the vari-
able (Mejovšek, 2003). Having defined the model, 
the number of components that need to be kept are 
resolved using criteria. There are two key criteria and 
these are: Guttman-Kaiser criterion and scree test 
proposed by Cattell (1966), and it is called Cattell 
Scree Test. The Kaiser-Guttman criterion implies to 
take the factors or components with a characteristic 
value above one (Example Table 2).

S. MEHMEDINOVIĆ, FUNDAMENTALS OF APPLICATION ... HUMAN, Volume 7, Issue 1, 2017



64

Table 2. Total variance explained

 

 

 

 

Component Initial Eigenvalues 

Total % of Variance Cumulative % 

1 2.53 36.16 36.16 
2 1.06 15.21 51.38 

3 .97 13.89 65.27 
4 .76 10.94 76.22 
5 .65 9.31 85.54 
6 .55 7.96 93.50 
7 .45 6.49 100.00 

 
According to Cattell Scree test, as Pallant (2011) 
states, the characteristic values of all factors (SPSS 
works automatically) are drawn and recommended 

that all factors above the critical point should be 
kept, ie. the saddle of this diagram (Example Chart 
1).

 

Significant main components must be rotated in order 
to obtain the final factors because the factor analysis 
is not finished without rotation. Rotations are classi-
fied into two groups and they can be orthogonal and 
oblique. Orthogonal rotations produce factors that are 
unrelated or independent of each other and oblique ro-
tations produce factors which are interrelated (Suzić, 
2007). 
Orthogonal factors are easier to interpret, because the 
interpretation is performed on a single matrix, where 
after an oblique rotation a pattern matrix, a matrix of 
structure and a matrix of correlation of factors are ob-
tained (Hasanbegović, 2015). The statistical package 
SPSS offers varimax, quartimax and equamax rota-
tion that belong to the orthogonal rotations, and direct 

oblimin and promax rotations that belong to oblique 
rotations. The method of varimax rotation tries to mini-
mize the number of variables with high absolute values 
of factor weights (Pallant, 2007). Out of all orthogonal 
rotations, varimax rotations are mostly used, and direct 
oblimin rotations are mostly used out of all oblique ro-
tations. In Table 3 is given an example of the result of 
direct oblimin rotation, or matrix of form and structure. 
From the table it can be concluded that out of 7 vari-
ables as much were involved in the research (the data 
is used as an example), the first factor is composed of 
5 variables, and the second factor is composed of two 
variables. After an insight into the structure of the vari-
ables that define the factors, it is necessary to give them 
a title.

Chart 1. Scree test
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Table 3. Parallel and orthogonal projections                                  

 

 

 

 

Variable Component Variable Component 

1 2 1 2 

VAR00003 .671  VAR00005 .695  
VAR00005 .669  VAR00003 .695  

VAR00007 .508  VAR00007 .560  
VAR00001 .485  VAR00002 .535  
VAR00002 .418  VAR00001 .522  

VAR00004  .819 VAR00004  .830 
VAR00006  .763 VAR00006  .785 

 
The last result that is shown is the correlation between the obtained factors. In this example, there were two 
and the resulting coefficients show that there is a correlation between the two factors   (r = 0.52).

Table 4. Correlation between factors

 

 

 

 

Factor 1 2 

First factor 1 .52 

Second factor .52 1 

 

CONCLUSION

Based on theoretical considerations and practical 
elaboration, efforts were made in context of acquiring 
knowledge to point to the possibility and the impor-
tance of the application of factor analysis in the field 
of education and rehabilitation. Considering that the 
biopsychosocial approach is fundamental for educa-
tion and rehabilitation, factor analysis can be a pow-
erful tool when studying interconnection of different 
phenomena. Its proper application by special educa-
tors-rehabilitators who deal with these problems, may 
help in understanding the causes of connections be-
tween phenomena, and as such it helps in the devel-
opment of a treatment for prevention, education and 
rehabilitation of persons with disabilities.
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