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Interdisciplinary application of data mining is linked with the ability to receive and process the large amounts of data. 
Although even the first computers could help in executing the tasks that required accuracy and reliability atypical to 
the human way of information processing, only increasing the speed of computer processors and advances in computer 
science have introduced the possibility that computers can play a more active role in decision making. Applications of 
these features are found in medicine, where data mining is used in clinical trials to determine the factors that influence 
health, and examine the effectiveness of medical treatments. With its ability to detect patterns and similarities within the 
data, data mining can help determine the statistical significance, pointing to the complex combinations of factors that 
cause certain effect. Such approach opens the opportunities of deeper analysis than it is the case with reliance solely 
on statistics.
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ABSTRACT

The mutual relation of events in health care and 
weather conditions is a subject of continuous research 
effort that put a special emphasis on the diurnal and 
seasonal variations in the type and number of medi-
cal symptoms. The conclusions drawn as a result of 
such research are generally based on large samples, 
which primarily increase the statistical significance 
and the confidence level. However, the main problem 
of verifying a hypothesis on the basis of its statistical 
significance is reflected in the fact that such process 
can overlook a hypothesis that does not seem signifi-
cant, but in practice is very important. It is therefore 
necessary to extend the classical statistical approach 
of hypothesis verification, and explore new ways to 
use IT methods for processing medical data.

The escalation of health care costs, limitations in 
human resources and the necessity to build a cost-
efficient health care system create a need for predict-
ing the volume of patients in different time periods, 
which is the feature of data mining. In addition, 
improved understanding of the processes related to 
health care makes the medical interventions easier 
and encourages the positive organizational change. 
Practical importance of the data mining application 
in medicine is also reflected through the capability 
for defining the future improvements and establish-
ing the integrated computing platform for the collec-
tion and analysis of medical data, which can be used 
as the resource for continuous planning of the health 
care activities.

INTRODUCTION
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CLUSTERIZATION METHODS AND THEIR 
PROPERTIES

In phenomenological terms, the algorithm for data 
mining represents mimicry of the process of hu-
man reasoning, with an objective to recognize pat-
terns or anomalies and reach conclusions. In order 
for such algorithm to be functional, it is essential 
to make the strict formalization of concepts such 
as similarity or regularity. While notions of equal-
ity or identity are axiomatically defined and for-
malized by a simple binary operation, similarity 
and regularity are the result of a combination of 
several criteria. In addition, there is no universal 
definition for this combination, and for these rea-
sons, data mining algorithms do not produce re-
sults in the form of deterministic statements. Final 
conclusions are instead formulated as reasonable 
assumptions, where the appropriate probability of 
an event is a measure of its grounds.
To discover the new information in large amounts 
of data is the main task of data mining, and the 
best results in it are achieved by combining hu-
man expertise in the problem description and 
computer capacity for examination of data (Kan-
tardzic, 2003). From the functional point of view, 
data mining tasks can be divided into prediction 
and description, where the prediction, determines 
the variable’s future values based on existing data, 
while description seeks patterns in a given mod-
el and displays them in some recognizable form. 
Most common processes of descriptive data min-
ing are classification and clustering, with the task 
of identifying a finite set of categories that describe 
the input data. Unlike classification, where there 
is a priori knowledge of the number and shape of 
these categories, and the data is being classified 
into existing categories that it is most similar to, 
the task of clustering is first to identify the catego-
ries hidden in the input data, and then determine 
the affiliation of the individual data units. The task 
of clustering is therefore not predicting values of 
variables, but to divide the existing data space into 
relatively homogeneous subgroups or clusters, 
where the degree of similarity between data within 
the cluster is maximized, and the similarity with 
the data outside of cluster is minimized (Larose, 
2005).
According to their function, algorithms for clus-
tering themselves can be divided into algorithms 
for understanding the input data and algorithms 

for further use (Kumar et al., 2005). Application 
of algorithms for further use relates primarily to 
the data processing methods in which the degree of 
spatial complexity of O(m2) or higher, for exam-
ple the case where the method includes calculat-
ing distances between all data points. With larger 
amounts of data this procedure may be impracti-
cal, and there is a need for summarization, in order 
to reduce the number of data. In such cases, a clus-
tering method can point to the data that are similar 
to each other and can be ignored, so the distances 
can be calculated only for the points that represent 
a particular set of data, which is far more efficient. 
On the other hand, clustering algorithms for un-
derstanding the input data do not provide segre-
gation, but work over the entire data set finding 
conceptually meaningful data sets that are close to 
each other on pre-established criteria and share the 
same characteristics. 
Criteria for the classification of data into clusters have 
a decisive influence on the character of the clusters 
themselves. In this sense the clusters based on simi-
larities with the prototype could be defined. Given that 
the central point of a cluster is typically taken as the 
prototype, clusters obtained by this criterion usually 
pursue some kind of hyperspherical form. Weakness 
of this approach is the difficulty of detecting clusters 
that deviate from such convex forms. This problem 
can be overcome to some extent if the input data is 
organized in the form of the graph, and data structure 
itself is taken as the clustering criterion. Such clusters 
make interrelated points that have no connection to 
points outside the cluster. In this case, the main cri-
teria for the formation of clusters are related to the 
continuity of connection, rather than a form of data. 
However, even this approach encounters difficulties 
under certain conditions, because the individual links 
between distant points can lead that two or more dif-
ferent clusters appear as one. Both of these approaches 
are also sensitive to the so-called data noise - distant 
points that do not belong to any cluster. A unique set 
of criteria that for the arbitrary set of input data give 
the best result of clustering does not exist, but the cri-
teria that successfully deal with the perceived short-
comings of the current approaches are continuously 
developed and improved. One of these criteria is the 
density of the data, where clusters are formed only 
from the points that are located in the areas with a suf-
ficient number of other points from the same cluster. 
Clusters based on the density can be of any shape, and 
the effect of data noise is considerably reduced.
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If the data model Y is displayed as a function of 
the input data set X and the parameters a and c, 
the process of descriptive data mining is given by 
equation (1).

If data density is taken as the criteria for cluster 
formation, then the parameter a is measure of that 
density, and c represents an additional parameter, 
such as the data noise threshold. The quality and 
usability of the data model in terms of shape, size, 
number, and even the meaning of the clusters de-
pend primarily if the proper choice of parameters 
has been made. Improvement of methods for de-
termining these parameters opens the possibility 
of improving the results of data mining too. In 
clustering algorithms which use the criterion of 
data density, this explicitly means to improve the 
methods of data noise isolation.

STATISTICS AND DATA MINING IN CLINI-
CAL MEDICINE

Health care is one of the most information-inten-
sive work disciplines in the modern world. Al-
ready at mid-90s, when the computerization of 
society only took hold, it was estimated that only 
one clinic can generate volume of about 5 TB of 
data per year (Huang et al., 1996), and that volume 
has been rising ever since. Crucial to improving of 
working conditions and performance in the field 
of medicine is to use this information in the right 
way.
Clinical trials are one of the principal sources of 
clinical data. Conducted for the purpose of a spe-
cific medical research, clinical trials are directed 
primarily at examining the effect of a therapy on 
the target group of patients. As its conclusion, 
such tests produce statistically significant find-
ings, where the measure of significance is deter-
mined by different statistical methods. P-value 
method will confirm the finding statistically sig-
nificant if the probability that it has happened due 
to the chance is less than or equal to 5%, which is 
expressed as p = 0,05. P-value is usually associ-
ated with the hypothesis that with the considerable 
probability it may be claimed that between the ap-
plication of medical treatment, and its omission 
would not be any difference in the condition of ex-
amined patients, or that any observed difference is 

accidental. If it can be shown that the probability 
of this hypothesis is less than or equal to 5%, it is 
considered that the treatment caused a statistically 
significant change to the target group of patients.
During a clinical trial, there may be a need to 
prove a number of different hypotheses. To make 
sure that statistical significance of such hypoth-
esis is correctly identified, they should primarily 
be formulated as the single independent logical 
statements. Although statistically correct, this ap-
proach can lead to overlooking the significant hy-
pothesis based on a small number of samples, or 
their importance may be underestimated even if 
they are discovered.
The application of information technology in the 
health care is focused primarily on the structuring, 
searching and organizing data, so it can be used to 
support the problem solving and decision-making 
processes. Introducing information technology to 
the health sector opened up many opportunities 
for interdisciplinary research as well (Kan, 2003). 
The contribution of information technology in 
the field of clinical medicine is reflected, among 
other things, to optimize data processing and fa-
cilitating the pattern recognition using different 
methods of data mining.To recognize similar data, 
their groups and make a decision on placing the 
data into clusters is the cluster analysis task. Al-
gorithms for clustering of multi-dimensional data 
space based on data density (such as DBSCAN), 
imply division of data on signal (data belonging 
to one of the clusters) and noise (data that will re-
main outside the cluster). As already pointed out, 
separating signal from noise eliminates the influ-
ence of outlier points to the formation of clusters 
and improves the quality of the analysis results. 
Assuming a sample large enough, even the small 
samples can be found within the signal and discov-
ering patterns and regularities in the data is not de-
pendent on their size which cannot be controlled, 
but of the total amount of data, which is controlled 
input variable. In this way, reliability of the statis-
tical findings also does not depend on the size of 
observed patterns, so with a sample large enough 
it is significantly more difficult to overlook the 
small regularities in the data and hypotheses based 
on them. So, the application of data mining in taxo-
nomic tasks such as classification and clustering en-
sures reliability of the final conclusions, particularly 
in the fields of research that deal with of large quanti-
ties of data such as clinical medicine.
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CLUSTER ANALYSIS RESULTS VERIFICA-
TION

The process of verifying the quality of a data model 
formed by clustering is hindered by the fact that there 
are no universal criteria of similarity of points that 
form a cluster, or in other words because the precise 
definition of a data clusters does not exist. In such cir-
cumstances ascend the need for developing the reli-
able methods for verification and validation of cluster 
analyses, or verifying the correctness of the algorithm 
and quantitative evaluation of the obtained clusters 
usability.
Additional confirmation of the results of clinical ex-
periments is achieved by applying statistical tests on 
their results. A test proves similarity of an examined 
variable with predetermined test statistics of certain 
properties. If the test statistic is normally distributed, 
as in χ or Z test, then a positive result can be inter-
preted as a proof of randomness of the experimental 
results. Theoretical basis for this procedure can be 
formulated using the definition of a cluster based on 
the distribution randomness of its points, or the nor-
mality of distribution of their mutual distances from 
a certain point. Specifically, distances of the points 
in a multidimensional space without cluster struc-
ture follow the normal distribution, which reflects the 
randomness of their positions and the absence of pat-
terns, regularities or anomalies that could represent 
clusters. Any deviation from this rule means a depar-
ture from the random distribution of points and indi-
cates some kind of cluster structure within the data. In 
this way, the cluster can be viewed as a sub-space that 
has no further cluster structure. A clustering process 
would then have the objective of identifying specific 
sections of data space that are not likely to be further 
subdivided into clusters by using the same algorithm. 
These sections would then represent the sub-spaces 
where distribution of point distances follows the nor-
mal distribution, which is a confirmation of each dis-
covered cluster.

CONCLUSION

In spite of their limitations and shortcomings, statisti-
cal methods of processing medical data met the needs 
of medical researchers before the computer science 
and industry succeeded to introduce the databases, 
able to efficiently store and search large amounts of 
data over long time intervals. With the increasing vol-
ume of available data and the development of efficient 
algorithms for data mining, a need has developed to 
use these advances to help statistical analysis and fur-
ther confirm observed medical findings. Results of 
clinical experiments and research in contemporary 
medical practice by now largely depend on the sup-
port of IT methods for processing incoming data and 
presentation of findings. Use of statistical tests and 
determining the relationship between treatment and 
the findings through the p-value remain the basis of 
clinical trial practice, but only the detection of anom-
alies or regularities in the data, even if they are based 
on relatively small populations, opens the opportunity 
for more complex types of diagnostics and new dis-
coveries in medicine. In addition to classification and 
clustering of data, and supporting the decision mak-
ing process that data mining provides, application of 
information technology in medicine reduces the pos-
sibility of human error, especially when working with 
large amounts of data and repeating calculations. In 
this way, the working standards and efficiency are 
also lifted to a higher level.
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